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ABSTRACT
Product configurators are recognised as critical toolkits enabling customers to co-create products
with companies. Most available product configurators require customers to select suitable product
attributes from predefined options. However, customers usually find the selection processes frus-
trating due to their lack of product knowledge. In view of the fact that customers often express
their needs in imprecise and vague natural language, we define a new needs-based configuration
mechanism and propose an implementation approach based on text embeddings and multilayer
perceptron. Specifically, we leverage themassive amount of product reviews by encoding them into
text embeddings. A multilayer perceptron is trained to map text embeddings to product attribute
options. Experiment results indicate that the mapping has good generalisation capability to map
customer needs into product configurations. The performance of our approach is comparable to
that of deep learning-based approaches but with much higher efficiency in terms of computational
complexity. Our needs-based configuration thus provides a quick and effective means of facilitat-
ing product customisation. It also demonstrates an innovative way of utilising customer resources in
unstructured text to co-create products with companies.
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1. Introduction

Since Digital Equipment Corporation introduced R1
(later called XCON) to configure VAX computer systems
(McDermott 1982), product configuration and configu-
rators have drawn increasing attention from academia
and sparked lasting interest in industry. When configur-
ing products, customers need to select product attribute
options (also called ‘components’ in the literature) from
a predefined set. The combinations of the options form
the satisfactory product variants. Product configurators
are recognised as efficient tools for facilitating product
customisation and as critical toolkits enabling customers
to co-create products with companies and realise mass
customisation and even product innovation (Forza and
Salvador 2007; Wang et al., 2020a). Thanks to the poten-
tial benefits of product configurators, such as lead-time
reduction, routine work reduction, and product qual-
ity improvement (Kristjansdottir et al. 2018), they have
been widely applied by various companies to configure
customised products (Zhang 2014). Some well-known
examples include Dell, Cisco Systems, American Power
Conversion, and Reebok (Chen, Wang, and Tseng 2009;
Trentin, Perin, and Forza 2012). In accordance with the
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growing trend of customer-centred design and design for
user experience, configurators may play an increasingly
critical role in business in the future. According to the
cyLEDGE configurator database (2021), the number of
existing online configurators exceeds 1400, spanning 17
industries.

Nevertheless, challenges persist for customers to select
suitable product attributes that satisfy their needs in
product customisation and co-creation processes. Most
available configurators are parameter-based and require
customers to possess certain domain knowledge to select
the desired attribute choices (Piller and Walcher 2012).
However, customers generally do not possess sufficient
technical knowledge about products, and they do not
have the expertise to deal with unfamiliar products
(Wang, Mo, and Tseng 2018). It is not uncommon that
customers express their expectations and needs in lay-
men’s terms or natural languages. For example, cus-
tomers describe their needs using, e.g. ‘a cool racing
car,’ ‘a good mobile phone,’ or ‘a high-quality lap-
top.’ As a result of the gap between customer needs
and product specifications, customers are often over-
whelmed by the many complicated options offered in
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configurators and become confused and frustrated when
making their selections. Consequently, such unpleasant,
stressful selection experiences often lead customers to
abandon configuration processes.

In a large-scale industrial benchmark study on mass
customisation, i.e. the Customisation 500 project (Piller
and Walcher 2012), it is revealed that parameter-based
configurators are suitable in B2B businesses where cus-
tomers are professionals and have much knowledge of
products, instead of B2C businesses where customers
quite often lack product knowledge. Authors have high-
lighted the importance of developing user-friendly choice
navigation capabilities in configurators (Salvador, De
Holan, and Piller 2009; Trentin, Perin, and Forza 2013).
Recognising the limited applicability of conventional
parameter-based configurators in B2C business, Ran-
dall, Terwiesch, and Ulrich (2007) introduced needs-
based systems. These systems include predefined cus-
tomer expectation-related statements, e.g. ‘The laptop
should be portable so that I can easily carry it.’When con-
figuring products, customersmerely need to indicate on a
Likert scale the degree to which the given statements rep-
resent their needs. With these selections, potentially sat-
isfactory products are configured and recommended to
customers. While these needs-based systems allow cus-
tomers with little or no product knowledge to configure
products, they do not offer customers the ability to freely
express their true needs. In this regard, such systems are
not completely needs-based.

In this study, we put forward true needs-based con-
figuration to address the above limitations of parameter-
based configurators and configuration activities. The
needs-based configuration proposed in this study trans-
forms customer needs expressed in natural languages
to satisfactory product configurations. It can greatly
improve user experience (UX) through the easy access
to the content in the product co-design space and the
intuitive choice navigation using natural languages, cor-
responding to the sensory design and navigation design
elements in UX theory (Garrett 2010). Specifically, the
needs-based configurator is defined as follows:

• Given: (A) a product configuration space consisting of
a set of pre-defined attributes (or components), and
(B) some description of customer needs in a natural
language;

• Build: A list of attribute choices that are most likely to
satisfy customer needs.

To implement the proposed needs-based configura-
tion, it is necessary to understand the complicated state-
ments in needs texts using natural language processing
(NLP) techniques (Barco, Vareilles, and Osorio 2018).

This requires an ample amount of customer needs text to
develop viable mapping from needs to product attribute
specifications. However, there is no large-scale, publicly
available customer needs dataset available (Cooper and
Edgett 2009). Being widely available on e-commerce
websites, product review data are similar to customer
needs data in terms of information format, scope, and
content. Timoshenko and Hauser (2019) demonstrated
that in terms of efficiency and completeness, customer
needs mined from product review data are as good as,
if not better than, those obtained from traditional cus-
tomer needs elicitation methods. Therefore, we leverage
themassive amount of online product review text to carry
out our needs-based configuration.

Thanks to their capability of extracting semantic infor-
mation from text, deep learning-based approaches have
achieved state-of-the-art performance in various NLP
tasks. However, these approaches require a very long
model training time and demand a large amount of train-
ing data (Fu and Menzies 2017). Consequently, it is dif-
ficult to apply these approaches for industrial uses (Aki-
nosho et al. 2020). Thus, it is deemed important and rele-
vant to develop a lightweight approach yet with sufficient
capability to extract information from the text to facilitate
practical use. Recognising their superiority in informa-
tion extraction and less data requirement, in this study,
we develop an implementation approach based on two
techniques: text embeddings and amultilayer perceptron
neural network (MLP). Based on the approach, free-form
product review texts are transformed into fixed-length
numerical vectors using word embeddings; text embed-
dings are subsequently constructed by encoding reviews
based on word vectors. With text embeddings as input,
MLP is employed to configure products by classifying
product attribute choices and subsequentlymapping cus-
tomer needs to the classified product attribute choices.
We conduct experiments and analysis to demonstrate the
applicability of our proposed approach. The results show
that our approach is effective, efficient, and robust.

Our study makes several contributions to both litera-
ture and practice. First, we define needs-based configu-
ration to allow customers to express their needs in natu-
ral languages when configuring products. In accordance
with the fact that user-centred design and B2C business
are becoming more and more popular (even prevail-
ing) in many industries, developing user-friendly con-
figurations for customers to obtain products that truly
meet their needs is vitally important. Based on the lat-
est cyLEDGE configurator database (2021), needs-based
configurators are still fewer than 1% among the total
1,400 configurators, whilst practitioners expect such a
tool. Second, we develop an implementation approach
based on text embeddings and multilayer perceptron.
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The approach automatically transforms customer needs
expressed in natural languages into satisfactory prod-
uct configurations, thus significantly facilitating product
customisation in B2C businesses. As demonstrated in
theoretical analysis and computational experiment, our
proposed approach achieves comparable performance
with deep learning-based ones yet with higher efficiency
and much lower requirement in terms of computational
complexity. This resource-effective approach is, thus,
particularly useful for practical use. Third, our needs-
based configuration and the implementation approach
are expected to advance product co-design research. Our
study leverages external crowd wisdom, i.e. customers’
product reviews, to improve the effectiveness and effi-
ciency of product customisation service. Thus, from the
perspective of companies, our proposal can serve as a
co-design tool helping companies utilise various formats
of customer resources to co-create company value. To
summarise, our approach (1) requires far fewer com-
putational and expertise resources from companies; (2)
bridges the semantic gap between product specifications
and customer needs, which are usually expressed in nat-
ural language utterances; and (3) provides a new perspec-
tive for companies to mine external unstructured data
and to improve product customisation service.

2. Relevant work

Understanding the potential benefits of configuration,
researchers havemade countless investigations to address
various issues. Consequently, a multitude of articles has
been published. We classify the related work into two
groups. The first group focuses on product configuration
solutions and the second group configurator develop-
ment.

2.1. Configuration solutions

Many studies have been carried out addressing configu-
ration solving. Some authors focused on generating fea-
sible configurations based on constraints and rules (Xie,
Henderson, and Kernahan 2005; Yang and Dong 2013),
while some others investigated configuration optimisa-
tion in addition to configuration generation (Pitiot et al.
2020; Zhou, Lin, and Liu 2008). With regard to the tech-
niques applied or approaches proposed in the solutions,
some authors used information theory (Wang and Tseng
2007), genetic algorithm (Yeh and Wu 2005), binary tree
algorithm (Tseng andChang 2006), case-based reasoning
(Tseng, Chang, and Chang 2005), and data mining (Song
and Kusiak 2009). Deep learning-based approaches, e.g.
attention networks, have also been investigated to map
customer needs to product configurations (Wang et al,

2020; Wang, Zhao, andWan 2021). These approaches are
generally complicated, and entail heavy computational
workload inmodel training and application stages, which
limits their usage in practice (Fu and Menzies 2017; Aki-
nosho et al. 2020). In view of the negative influences
of carbon emissions on social and economic develop-
ment, some authors started involving emission reduction
in product configuration. Tang, Wang, and Uilah (2017)
developed a bi-objective optimisation model to consider
both customers’ satisfaction towards product configura-
tion and the corresponding environmental impact.

Some researchers developed configuration solutions
involving recommendation modules to present the rel-
evant customised products to consumers. De Bruyn
et al. (2008) leveraged preference models to design
questionnaire-based configuration interface to capture
customers’ preferences. They applied cluster classifica-
tion, Bayesian tree regression, and stepwise componen-
tial regression to offer online recommendations. Tiiho-
nen and Felfernig (2010) applied various machine-
learning algorithms to recommend configurable prod-
ucts. The algorithms they considered are nearest neigh-
bour, naïve Bayes classifier, majority voting, and most-
popular choice. Similarly, using a content-based reason-
ing approach, Triki, Mazo, and Salinesi (2014) com-
bined configuration with recommendation. However,
their configuration process is not optimal and the cold-
start problem in recommendation exists.

While the above studies present different solutions or
consider different criteria for implementing product con-
figuration, they address configuration solving from an
engineering perspective and include predefined product
attribute options.Most of them do not consider customer
needs to be expressed in natural languages. Though the
deep learning-based approaches excel in handling NLP
tasks, they require high computational resources, making
them unsuitable for industrial applications.

2.2. Configurator development

In an early study on configuration, Franke (1998) charac-
terised the configuration models underpinning product
configurators. The models he discussed start with prod-
uct attributes and predefined options without consider-
ing customer needs expressed in natural languages. Upon
examining the empirical evidence, Bramham and Mac-
Carthy (2003) described a framework for matching con-
figurator attributes with business strategies. One attribute
is customer’s selection of predefined attribute options.

Drawing on different perspectives, researchers have
also developed approaches and frameworks to support
configurator development. To facilitate the automation
of configurator development, Honigsberg, Kollwitz, and
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Dinter (2019) proposed a reference model. Their refer-
encemodel does not include customer needs expressed in
natural languages. It also does not address how the needs
are linked to product attribute options. Ong, Lin, and
Nee (2006) discussed an approach based on the object-
oriented technique and invasion-based search algorithms
with aweb-based configurator prototype. Their approach
and prototype involve customers’ selection of prede-
fined functional features and attribute options. Zheng
et al. (2017) put forward a framework for develop-
ing personalised configurators that were applicable in
engineering-to-order environments. Unlike customers in
engineering-to-order environments, customers in B2C
environments do not have sufficient product knowledge.
As a result, their framework may not be useful for devel-
oping configurators for B2C businesses.

Researchers also discussed tools or techniques to facil-
itate configurator development by effectively modelling
and documenting configuration knowledge. Haug and
Hvam (2007) discussed Product Variant Masters and
highlighted their striking feature: easily understandable
inmodelling domain knowledge. Later, Haug,Hvam, and
Mortensen (2010) presented Class Responsibility Col-
laboration cards and Vertically Aligned Class Diagrams,
respectively, and discussed how they can be used to doc-
ument the knowledge base of configurators. Recognising
the limitations inherent in the above modelling tech-
niques, Rasmussen et al. (2020) developed an approach
combining several modelling and analysis techniques,
such as unified modelling language and the scope, com-
monality, and variability analysis, to facilitate configu-
ration knowledge modelling. Jiao and Yang (2019) pro-
posed a production configuration approach based on
online data. By using the supervised predictive model of
relevance vector machine (RVM) classifier, an efficient
and competitive configuration approach was developed.
The common feature in the above techniques is that they
are developed to handle the selection of predefined prod-
uct attribute options, instead of handling customer needs
expressed in natural languages.

To summarise, while most relevant studies have
addressed configuration issues in relation to the selection
of predefined product attribute options, very few deals
with customer needs expressed in natural languages.

3. Text embedding andMLP-based
configuration approach

3.1. Approach overview

Being consistent with literature, in this study, we view
a product as a combination of its attribute values, for
example, (i8 processor, 16GB DDR3 RAM, 512 GB SSD,

Nvidia V100 graphic processor, 17’ monitor) for a lap-
top. To bemore rigorous, we use vector (ak1, ak2, . . . , akn)
to represent product k, which consists of n attributes.
Each review of the product is actually a word sequence
in a free format. The reviews {Rki}Nk

i=1 of product k
are associated with a set of labels [ak1, ak2, . . . , akn ],
where Nk is the number of reviews. In this way, prod-
uct (ak1, ak2, . . . , akn) has all the features mentioned in
the reviews.

NLP and machine learning techniques are adopted
in this study to understand language utterances and to
distil the relevant product information from text. We
model the needs-based configurator in the proposed
approach as a set of MLP classifiers, which organise
product knowledge, to map customer needs to prod-
uct attributes. The approach includes four major steps
as shown in Figure 1, including (1) encoding words
in online reviews to numerical vectors using word
embeddings vi; (2) constructing text embeddings vec-
tor T based on word vectors; (3) training a set of
MLP classifiers fi : R → ai (i = 1 . . . n) to classify prod-
uct attribute options based on the set of product review
R = {{Rki}Nk

i=1, k = 1, 2, . . .m}, wherem is the number of
products in the whole text corpus; and (4) configuring
products using the trainedMLP classifiers. The following
sections elaborate the four steps.

3.2. Encodewords to numerical vectors usingword
embeddings

Words are the basic element in a human language, and a
meaningful language expression usually consists of a set
of words. Conventionally, a word is represented using a
one-hot method that quantifies each word with a binary
vector. Only one dimension in the binary vector has value
1 indicating the order of the word in the vocabulary.
All the other dimensions have value 0. Thus, the num-
ber of dimensions of the one-hot representation is the
same as the size of the vocabulary. However, the one-
hot representation contains no semantic information of
the text. Furthermore, the vocabulary size is usually big,
leading to an extremely high dimension of one-hot rep-
resentation. This makes it hard to process the text effi-
ciently. To solve this issue, word embedding is introduced
to represent words in a continuous and relatively lower
dimensional vector space (Turian, Ratinov, and Bengio
2010). A two-layer neural network is used to map a word
to a word embedding, i.e. the vector of real numbers
with lower dimensions. In addition, the word embed-
ding can encode the semantic information for the word.
For example, the embeddings of the words man, woman,
king and queen have the approximated relationship v
(man) – v (woman) = v (king) – v (queen), where v
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Figure 1. Overview of the text embedding and MLP-based approach.

() represents the operation to get the word embed-
ding. Currently, there are many methods to realise word
embedding. Popular methods include Continuous Bag-
of-Words (CBOW), Skip-Gram Model, and Global Vec-
tor (GloVe) (Pennington, Socher, and Manning 2014).
They can achieve effective word embedding and have
been widely used in different NLP tasks. We adopt
GloVe word embedding to encode the words in the text.
For example, the word apple is represented by a 300-
dimension numerical vector [0.52042001, −0.83139998,
0.49961001, 1.28929996, 0.1151, 0.057521, . . . ]. In this
way, any word’s embedding can be looked up in GloVe.

3.3. Construct text embeddings

With the word embeddings obtained above, this step
encodes online reviews to numerical values, i.e. text
embeddings. We treat a text embedding as a function
of word embeddings and combine word embeddings
into text embeddings. To combine word embeddings, we
adopt three popular approaches, including (1) element-
wise average, (2) max pooling, and (3) concatenation of
element-wise average andmax pooling (Shen et al. 2018).

The element-wise average approach retains all the
information about each word in customer needs text via
the average operation. Given a specific customer need
S consisting of L words: S = {w1,w2, . . . ,wL} and the
word embeddings of the L words: {v1, v2, . . . , vL}, the
approach calculates the embedding of S, denoted asTaver,
as the element-wise average of the word vectors: Taver =
1
L

∑L
i=1 vi.

In practice, it is not uncommon that a small number
of keywords play a critical role in customer needs. For

example, ‘fast’ is the keyword in ‘I want a fast laptop.’
To consider the saliency of keywords, the max pool-
ing approach is used. More specifically, this approach
ignores words that do not contain much information
or are unimportant, extracts the salient elements from
each word embedding, and combines them to form text
embeddings. Based on this approach, the text embed-
ding Tmax

i of a specific customer need S consisting of L
words is Tmax

i = max{v1i, v2i, . . . , vLi}, where vki is the
i-th element of word vector vk.

The above two approaches encode different kinds of
information about customer needs, thus complement-
ing each other. To fully leverage the benefits of both
approaches, we adopt the approach of concatenated
element-wise average and max pooling text vectors to
form a new vector with the dimensions doubled, i.e.
Tconcat = [Taver : Tmax].

3.4. TrainMLP classifiers

We train the MLP with one input layer, two hidden lay-
ers, and one output layer as the classifiers to realise the
needs-based configurator. In relation to the fact that a
word might be associated with multiple attributes, these
MPL classifiers in our approach can be learned to map
a word to the corresponding attribute using the train-
ing data. The MLP structure is shown in Figure 2. Let
x1 denote the input layer. x1 is a text embedding vector
(x1,1, x1,2, . . . , x1,n1) obtained from the preceding step,
i.e. x1 = Tj, j = 1, 2, 3, where j is the index of the three
approaches to encoding review texts. Each hidden layer
is modelled as xi = σ (Wixi−1 + bi), i=2,3. Wi, i=2,3
is the weight matrix connecting the preceding layer with
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Figure 2. The structure of the MLP.

the succeeding layer. Each matrix element Wi
j connects

the input from the i-th layer to the j-th unit of the i-th
layer. bi represents the bias vector of a hidden layer i. In
this study, the ReLU function σ presented in (Nair and
Hinton 2010) is used as the activation function for the
two hidden layers, that is, σ (x) = max(0, x).

As the output layer, a SoftMax layer (Gao and Pavel
2017) is trained as the function to classify product
attribute choices. SoftMax calculates the probability that
each attribute choice satisfies the customer’s needs, i.e.
p̂j = softmax(W4x3)j = exp(W4

j x3)
∑C

k=1 exp(W
4
k x3)

, whereW4 is the

weight matrix, and C is the total number of product
attributes (i.e. the total number of classes). The numer-
ator of the SoftMax equation, exp(W4

j x3), quantifies the
likelihood that each attribute choice satisfies the cus-
tomer’s needs;

∑C
k=1 exp(W

4
kx3) is the sum of all the

likelihoods. Thus, p̂j indicates the probability value at
which each attribute choice satisfies customer needs.
Accordingly, the trained MLP classifiers organise n lists
of attribute choices based on a descending order of prob-
ability values. All the parameters of the weight matrix
and bias vector can be learned by minimising the cross
entropy between predicted and true class distributions
using a backpropagation algorithm (Haykin 1998).

3.5. Configure products bymapping customer
needs to attribute choices

Upon completion of training in Step 3, in Step 4 the
set of n trained MLP classifiers are used to configure

products by mapping customer needs texts to product
attribute choices listed in the descending order of the
corresponding probability values. In detail, a new cus-
tomer needs text is encoded into text embeddings by
combining the numerical vectors of each word in the
text. The trained MLP classifiers take the text embed-
dings as input. For each of the n product attributes,
they output the probability value for which the corre-
sponding attribute choice satisfies the input text. For
each attribute, the choices are then presented to cus-
tomers based on a descending order of probability
values.

4. Experiment settings

4.1. Dataset

We use laptops as an example to verify the proposed
approach to implementing needs-based configuration.
As well-modularised products, laptops/PCs are among
the earliest successful applications of product config-
urators (Tseng, Wang, and Jiao 2018). For example,
Dell gained great success using the configure-to-order
approach in the 1990s.

We obtain product review data by data-crawling ama-
zon.com. The dataset includes review data published in
January 2017–June 2018 for 91 laptop models and pro-
vides a total of 7227 reviews. (Note: These 7227 reviews
are the original reviewswithout data cleaning.) The prod-
uct review text and the laptop specification pairs are used
as the training set to train all the parameters in the MLP,
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particularly the weight matrix and the bias vector of each
unit.

In pre-processing the product review data, we first
identify five typical laptop product attributes, including
processor, monitor, RAM, hard disk, and graphic proces-
sor. Because each attribute may have many possible alter-
natives, we consolidate the attributes by combining sim-
ilar options. For example, i7-8665UE and i7-8550U are
both eighth-generation processors introduced by Intel in
2018. Their performance and prices are similar, and they
can be used interchangeably in a laptop model. Thus,
they are combined as one option. After pre-processing,
the number of options for each attribute is as follows: 10
options for processor, 6 options formonitor, 6 options for
RAM, 8 options for hard disk, and 8 options for graphic
processor.

We also conduct an online survey to collect customer
needs text for the dataset. Survey respondents are exclu-
sively university students with an engineering or business
background. All respondents have their own laptops and
possess basic knowledge on laptops. Each respondent is
required to write down their needs for a laptop; subse-
quently, he (or she) is asked to select themost satisfactory
option from the laptop models in the dataset. In total, we
obtain 1,124 need texts and the corresponding satisfac-
tory laptops. Each need text contains different words and
the number of words in each need text ranges from 10 to
150 (Example of a long need with 91 words:

I am currently using a Lenovo Z series laptop which was
bought three years ago. It functions well but it is too
heavy and not very convenient to carry around. So I want
to buy a light and portable laptop. I have enough budget.
So price is not a concern. I want the performance to be
as good as possible. As I don’t use iOS, Macbook will not
be considered. I usually play video game using the lap-
top. Therefore, the screen resolution should be high and
screen size should be big;

Example of a short need: ‘I am a student and want a small
laptop for the basic purpose of email, word processing
and web surfing.’) The needs and laptop specifications
(i.e. attribute choices) are used as the testing dataset.

4.2. Experiment setting and performancemetric

In this study, 300-dimension GloVe word embeddings
are used as the basic elements to build text embeddings.
Words that do not exist in the vocabulary are initialised
using a uniformly distributed random vector in the range
of [−0.01, 0.01].

The trained MLP classifiers work in a way that is sim-
ilar to an information retrieval system. Specifically, the
classifiers take new customer needs texts as input and
generate a list of attribute choices as output, based on

the probabilities calculated by the SoftMax layer in MLP.
The attribute choice with the highest probability of sat-
isfying the active customer’s needs will be shown at the
top of the list. It is followed by other choices with lower
probabilities of satisfaction. In such a system, the results
presented not only consider the relevance and likelihood
of satisfaction of each attribute choice, but also the order
in which the choices are presented. Intuitively, the satis-
factory attribute choice should be placed high on the list
so that customers’ time and effort in screening and evalu-
ating the attribute choices can be minimised. To address
this issue, the normalised discounted cumulative gain
(nDCG), which is widely applied in information retrieval
research (Järvelin and Kekäläinen 2002), is adopted as
the evaluationmetric. nDCG considers both the attribute
choice’s satisfaction degree and the choice’s order on the
presented list shown to the customer. It progressively
reduces each presented attribute choice’s degree of satis-
faction with respect to the order to reflect a real customer
decision-making process. In this way, if a customer finds
a satisfactory attribute choice at the top of the presented
list, the corresponding nDCG has a higher value.

In this study, nDCG is defined as nDCGk = DCGk
IDCGk

,

where DCGk = ∑k
i=0

2reli−1
log2(i+1) . reli represents whether

the i-th attribute choice satisfies the customer needs.
reli = 1 indicates that the i-th attribute choice is satis-
factory, and reli = 0 indicates otherwise. k is the num-
ber of presented attribute choices. IDCGk is defined
as IDCGk = ∑|RELk|

i=0
2reli−1

log2(i+1) , where RELk is the list of
attribute choices sorted based on their probabilities of
satisfaction and calculated up to position k. nDCG can,
thus, effectively measure the effectiveness of the trained
MLP classifiers in mapping customer needs to satisfac-
tory attribute choices.

5. Experiment results

5.1. Effectiveness analysis of the proposed
approach

We examine the performance in terms of effectiveness of
the three text embedding approaches. The results are pro-
vided in Table 1. Based on the results, we can see that
in general, the three approaches to encoding the text do
not differ much in terms of nDCG values. We observe
that the concatenation of element-wise average and max
pooling yields the best performance for most attributes
(except processor). Because the concatenation approach
considers every word’s semantic information (through
element-wise average) and simultaneously focuses on the
salient words (through max pooling), it outperforms the
other two. However, the dimension of the concatenated
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Table 1. nDCGvaluesofdifferent attributes’ configuration results basedon the three text embeddingapproaches.

Performance metric Text embedding approach Processor Monitor RAM Disk Graphic processor

nDCG1 Element-wise average 0.29 0.77 0.68 0.38 0.58
Max pooling 0.30 0.77 0.69 0.43 0.63
Concatenation 0.32 0.77 0.69 0.41 0.63

nDCG2 Element-wise average 0.48 0.87 0.77 0.74 0.82
Max pooling 0.46 0.87 0.81 0.71 0.83
Concatenation 0.50 0.87 0.82 0.76 0.83

nDCG3 Element-wise average 0.55 0.93 0.83 0.80 0.89
Max pooling 0.53 0.93 0.86 0.81 0.90
Concatenation 0.53 0.93 0.87 0.80 0.90

nDCG4 Element-wise average 0.54 0.93 0.88 0.83 0.90
Max pooling 0.54 0.94 0.91 0.82 0.91
Concatenation 0.56 0.94 0.92 0.84 0.91

nDCG5 Element-wise average 0.58 0.94 0.89 0.84 0.91
Max pooling 0.54 0.95 0.92 0.83 0.91
Concatenation 0.55 0.94 0.92 0.85 0.92

text embeddings is twice as large as that of the text
embeddings of element-wise average or max pooling.
The correspondingMLP ismore complicated because the
input vectors’ dimension is higher.More training data are
needed for the MLP with concatenated text embeddings
as the input.

The problem is further compounded when the num-
ber of attribute choices is sizeable. This explains why the
concatenated text embeddings cannot achieve the best
performance for the processor attribute, which has the
most choices. For this attribute, the element-wise average
outperforms the other two, especially the max pooling
approach. This indicates that in the review text, there are
not many salient words relevant to the characteristics of
processors.

In terms of the effectiveness of our approach, we notice
that the MLP classifiers can achieve high nDCG val-
ues of configuration for all attributes except processor.
When k=2, the nDCG values for monitor, RAM, disk,
and graphic processor are very high – almost all being
above 0.75. This means that the top two recommenda-
tions can nearly retrieve the satisfactory attribute choice.
When k> =3, most of the nDCG values are larger than
0.8. This further shows the effectiveness of our approach.

Compared to the other attributes, nDCG value of
the processor attribute is rather low. The main reason
is that the number of choices for processors is higher
than those for the other attributes. There are 10 proces-
sor choices (i.e. labels from a classification perspective).
Given the same amount of training data, the classifica-
tion task is more difficult for classes with more labels. In
addition, customers’ processor choices are highly uneven.
For example, the most popular processor choice has
more than 1700 associated reviews, whilst the least pop-
ular choice only has fewer than 100 associated reviews.
This data imbalance complicates the mapping process,

resulting in a low value of nDCG of the classification of
processor.

In addition, we find that the performance for the
disk attribute is relatively low when k=1. Upon study-
ing the raw data of the reviews, we find that very
few reviews mentioned product characteristics directly
related to disk. Most of the reviews mentioned prod-
uct features related to CPU and monitor. For example,
many customers mentioned the speed and weight of the
laptop, which are significantly affected by CPU andmon-
itor. (Note: CPU affects the speed, and monitor affects
the weight.) Very few reviews mentioned disk. Conse-
quently, the training dataset contains less information
about laptops’ disks. However, in customer needs texts,
some respondents mentioned their requirements for a
disk with the most frequently mentioned being SSD and
large storage. In this regard, needs texts and review texts
differ in relation to the laptop’s disk information. Nev-
ertheless, when k>1, the nDCG of disk catches up fast,
indicating that our approach performs well in the real
configuration situations.

5.2. Efficiency analysis of the proposed approach

To examine the efficiency of the proposed approach,
we compare its performance with that of four typical
deep-learning approaches: convolutional neural network
(CNN) (Kim 2014), long-short-term memory network
(LSTM) (Greff et al. 2017), ELMo (Wang et al., 2020), and
hierarchical attention network (HAN) (Wang, Zhao, and
Wan 2021). LSTM and CNN are the basic unit in deep
learning and have been widely used in NLP tasks thanks
to their capabilities of capturing the long-range contex-
tual dependency in the text and of extracting ordering
information from the text. Being a complicated neural
network, HAN contains two layers of bidirectional LSTM



INTERNATIONAL JOURNAL OF PRODUCTION RESEARCH 9

Table 2. Performance comparison between deep learning-based
approaches and the concatenation approach.

Performance
metric Classifier Processor Monitor RAM Disk

Graphic
processor

nDCG1 LSTM 0.36 0.78 0.60 0.36 0.67
CNN 0.24 0.66 0.56 0.33 0.65
HAN 0.33 0.72 0.62 0.45 0.62
ELMo 0.31 0.72 0.64 0.40 0.58
Concatenation 0.32 0.77 0.69 0.41 0.63

nDCG2 LSTM 0.42 0.85 0.83 0.61 0.79
CNN 0.42 0.88 0.81 0.54 0.79
HAN 0.48 0.86 0.81 0.69 0.63
ELMo 0.46 0.88 0.82 0.67 0.80
Concatenation 0.50 0.87 0.82 0.76 0.83

nDCG3 LSTM 0.54 0.90 0.85 0.72 0.85
CNN 0.50 0.93 0.88 0.65 0.84
HAN 0.54 0.91 0.88 0.79 0.77
ELMo 0.53 0.92 0.88 0.75 0.85
Concatenation 0.53 0.93 0.87 0.80 0.90

nDCG4 LSTM 0.56 0.91 0.89 0.76 0.92
CNN 0.55 0.95 0.90 0.72 0.87
HAN 0.60 0.92 0.90 0.79 0.82
ELMo 0.56 0.93 0.90 0.79 0.88
Concatenation 0.54 0.94 0.92 0.84 0.91

nDCG5 LSTM 0.60 0.93 0.90 0.79 0.94
CNN 0.59 0.95 0.91 0.75 0.89
HAN 0.63 0.92 0.91 0.80 0.82
ELMo 0.60 0.94 0.91 0.81 0.89
Concatenation 0.55 0.94 0.92 0.85 0.92

and uses an attention mechanism to quantify the impor-
tance of words in the text. ELMo leveragesmultiple layers
of bidirectional LSTM to extract the contextual represen-
tation of words in the text. Because the concatenation
approach achieves better results (see in the above subsec-
tion) and has the same computational complexity as the
element-wise average and max pooling approaches,1 we
compare it with the four deep learning-based approaches.
Table 2 provides the comparison results.We highlight the
best performance in bold.

As shown in Table 2, the performance of the concate-
nation of embeddings is comparable to those of the four
deep learning-based ones. In fact, our approach achieves
the best nDCGk values for two or three attributes for dif-
ferent values of k. Although deep neural networks are
good at extracting high-level representations of domain
information from the text, they are complicated and con-
tain a vast number of parameters whose values are to be
estimated. HAN and ELMo structures are composed of
multiple layers of bidirectional LSTM and require even
more parameters to be estimated in the training stage.
However, our review text corpus is ofmedium size, which
may not be sufficient for the four deep learning-based
approaches. In addition, the review corpus contains a sig-
nificant amount of short reviews. Half of the reviews con-
tain nomore than 65 words, and some even have a couple
of words only, e.g. ‘nice laptop!’ Consequently, there may
not be sufficient contextual information to extract. This

explainswhyHANandELMo cannot achieve satisfactory
results.

In addition to customer needs-related information,
the review texts contain irrelevant product informa-
tion and informal and creative language, such as
emojis, idiomatic and ambiguous expressions. The
concatenation-based approach can extract salient and
important information from the text through the max-
pooling operation and normal information through the
element-wise averaging operation. From the perspective
of signal processing, these two operations capture both
low-frequency information (by element-wise averaging)
and high-frequency information (by max-pooling) from
the data. Thus, our embeddings-based approach shows
comparable performance to the four deep learning-based
approaches with the medium-size data set.

Additionally, the proposed approach has an advantage
over LSTM and CNN in terms of computational com-
plexity. In computer science, computational complexity
is used to quantify the amount of resources, time in par-
ticular, required to run the algorithm. The complexities
of CNN and LSTM have been proved to be O(nLKd)
and O(Ld2 + LKd), respectively, where K is the dimen-
sion of word embeddings; n is the filter width in CNN;
d is the dimension of the final outputted sequence; and
L is the number of words in the text corpus (Shen et al.
2018). Because HAN and ELMo are based on bidirec-
tional LSTM, their complexity is higher than that of
LSTM. The complexity of our text-embedding andMLP-
based approach is onlyO(LK), which is much lower than
the four deep learning-based approaches. Furthermore,
being non-deep learning-based, our approach requires
a much smaller number of parameters to be estimated
in the classifier-training phase. Thus, the embeddings
with the MLP achieves a comparable performance but
with much less complexity and fewer computational
resources. Based on the analysis above, we conclude that
the proposed text embeddings based approach is both
effective (thanks to its good performance) and efficient
(thanks to its low computational complexity).

5.3. Analysis of effect of text length on performance

Data properties (e.g. length) play critical roles in deter-
mining the performance of data driven approaches. In
this study, theMLP classifiers are trained based on review
texts crawled from Amazon’s website, which vary in
length. In NLP research, the models trained on longer
text corpora tend to perform better (Giuseppe et al.
2017). In this section, we, thus, investigate the effect of
text length on the performance of the MLP classifiers.

We use the median length of reviews (65 words) as the
cut-off point to partition the whole review text corpus



10 Y. WANG ET AL.

into long and short texts. For each attribute, two classi-
fiers are trained using the long text and the short text,
respectively. The trained classifiers are then used to map
the needs to the attribute choices. We also use the con-
catenation approach to construct text embeddings. The
results are shown in Figure 3. Because the values, nDCG2,

nDCG3, and nDCG4 in particular, have similar pat-
terns, for illustrative simplicity, we provide the nDCG1,
nDCG3, and nDCG5 of the classifiers in Figure 3.

Based on the results, we find that when k is small
(e.g. k=1), long review texts produce better classi-
fiers for all attributes. The advantages are marginal for

Figure 3. The performance of nDCG1, nDCG3 and nDCG5 for classifiers trained from long review and short review texts.
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RAM and monitor, but are significant for the remaining
attributes. When k increases, the nDCG value increases
for all attributes, whilst the difference between classi-
fiers trained on long text and short text becomes smaller.
When k is large (e.g. k=5), while the nDCG values are
larger than 0.8 for all attributes except processor, there
is not much difference between the classifiers trained
on long texts and short texts. Accordingly, we conclude
that our proposed approach is robust with respect to the
length of the training data when k is large.

In conclusion, with our proposed text embedding
and MLP-based configuration approach, customers can
freely express their true needs in natural languages,
instead of going through the perplexing and stress-
ful product attribute selection processes. Thus, our
approach significantly contributes to user-friendly con-
figuration development and serves to better bridge cus-
tomers’ needs and companies’ offerings. Furthermore,
our proposed approach automatically transforms cus-
tomer needs expressed in laymen’s terms into satisfac-
tory product configurations. It, therefore, facilitates B2C
operations by liberating designers from tediously linking
customer needs, especially these in natural languages, to
product configurations.

6. Conclusion

In this study, we defined needs-based configuration
and proposed an implementation approach based on
text embeddings and MLP. As demonstrated by the
experiment results, our approach can achieve compa-
rable performance with the complicated deep learning
approaches. On the other hand, theoretically, the com-
putational complexity of our approach is much lower
than that of the deep learning approaches. Practically,
our approach is lightweight andmuch efficient for indus-
trial use. It sheds light on mining unstructured text for
product customisation practice. In addition, it is robust
concerning the length of review texts.

Nevertheless, this study has its limitations and can
be improved in the following directions. We implicitly
assumed that the product specification space is fixed and
that no new product specifications will arise. However,
customer needs may evolve, and new specifications may
subsequently emerge. Therefore, it is both interesting and
relevant to explore new ways of identifying new and/or
unmet customer needs in product review texts in the
future. Additionally, the performance of our approach
maynot be superiorwhen the number of attribute choices
is high (e.g. the processor attribute in our experiment).
Thus, future efforts need to investigate new ways of han-
dling classification cases in which the number of classes

(i.e. attribute choices) is very high. Furthermore, we col-
lected customer needs from university students who had,
more or less, similar educational backgrounds and/or
laptop knowledge. This suggests a limitation of our study.
In this regard, in the future, we would like to expand
the pool of respondents to general customers and ver-
ify our approach using empirical experiments. Finally, yet
importantly, domain knowledge plays a critical role for
customers to configure products. Although the seman-
tics extracted from the review text could quantify relevant
product information, they are not exhibited in an explicit
format and can hardly guide customers in configura-
tion processes. Thus, another potential avenue for future
research is to explore the external domain knowledge to
help customers find what they want with less burden in
configuration processes.
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Note

1. The complexity of MLP is O(LK), where L is the num-
ber of words in the text corpus and K is the dimension
of word embeddings. The complexity of the concatena-
tion approach is O(2LK)= O(LK) as O(f (n))= O(f (cn)),
where c is a constant. Thus, the element-wise average, max
pooling and concatenation have the same computational
complexity.
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